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ABSTRACT 

People living in developing and underdeveloped countries are looking for a way to live in countries that are developed in 

terms of democracy, have high economic welfare, and have high social life. In this study, considering the 2017 "Better Life 

Index" data, prepared by the OECD a cluster analysis has been conducted for the livable countries. Better Life Index consists 

of 22 variables in housing, income, employment, society, education, environment, civil participation, health, life satisfaction, 

security, work life balance groups. One-way ANOVA and Kruskal Wallis tests are also carried out in order to examine the 

presence of any statistically significant difference among the clusters. 
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1. INTRODUCTION 

Data mining, which is also known as knowledge 

discovery, machine learning, knowledge mining, is 

the extraction process of valuable information from 

big data structures (Jaseena & David, 2014: 131). 

The aim of data mining is to find out hidden pattern, 

increase the value of data and convert data to 

knowledge (Burbidge & Buxton, 2001:3). Data 

mining also determines the rules for predicting the 

future through using available data (Parlar & Kakıllı 

Acaravcı, 2017: 693).  

Information technologies, which enable long term 

storage of high-volume information, lead 

widespread usage of data mining applications 

(Fayyad et al. 1996: 28). Data mining models are 

mainly descriptive and predictive. Patterns that will 

be used in decision making constitue descriptive 

models. In descriptive models, the patterns that will 

be used in decision making are defined. In 

predictive models, however, results are are 

estimated through existing data. (Jain & Srivastava, 

2013: 116).   

“Clustering Analysis”, which is one of the data 

mining methods, used in the study and shown in the 

descriptive model, is a commonly used technique 

that allows to classify the examined units according 

to their similarities in certain groups, to reveal the 

common attibutes of the units and to make 

definitions about the created groups. (Chen & 

Wang, 2008: 4262). 

The Organization for Economic Cooperation and 

Development (OECD) was created in 1961 with the 

Paris Peace Agreement. Defining itself as an 

international organization that aims to create better 

policies for better lives, OECD offers governments 

a platform where they can share their experiences 

with each other and produce mutual solutions to 

problems. OECD tries to understand the factors 

behind economic, social and environmental 

changes, and measures global trends and 

productivity in the fields of trade and investment 

(OECD, 2020). 

The Better Life Index, published since 2011 by 

OECD is generated through housing, revenue, 

employment, society, environment, civic 

engagement, health, life satisfaction, security, and 

work-life balance criterion in order to compare 

prosperity levels of countries on different fields (Do 

Carvalhal Monteiro et al. 2019: 478). 

In study, 38 countries were grouped based on 22 

different variables through clustering analysis. 

Clustering analysis allows collecting the countries 

in groups in terms of the specified variables 

(attributes), and also allowing each group (cluster) 

to be identified and differentiate from each other so 

that livability can be assessed from different 

aspects. The aim of this study is to make clustering 

analysis using “Better Life Index” data belongs to 

35 OECD member countries as well as South 

Africa, Russian Federation and Brazil. Although 
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South Africa, Russian Federation and Brazil are not 

members of OECD, these countries are possible 

members that OECD cooperate with through the 

"The Centre for Cooperation with Non-Members" 

established within the organization (MFA, 2020). 

In the study, Artificial Neural Networks (ANN) 

based Self-Organizing Maps (SOM) used for 

clustering analysis. Furthermore, Dunn Index is 

used to determine the optimum cluster numbers. In 

the following sections, a brief literature review, 

methodology and the findings of the analysis will be 

given.  

 

2. LITERATURE REVIEW 

Some recent clustering studies are as follow: 

Azar et al. (2013) applied clustering analysis using 

the data of the patients with thyroid, a hormone 

which plays an important role on the regulations of 

body functions. At this research all the cluster 

numbers from 2 to 11 are tested and the optimum 

number is concluded as three. 

In the study of Hudson et al. (2016), Australian 

railway workers; were divided into four clusters 

according to asleep and awake hours by using SOM 

method.   

Wu et al. (2016) also used SOM along with Kernel 

Principal Component Analysis (KPCA) and 

Support Vector Machine (SVM) methods in order 

to classify the quality of a solar cell patents in the 

solar industry.   

Voutilainen and Arvola (2017) using 27 

meteorological, biologic, physical and chemical 

variables for a duration of 21 years of a lake found 

in Finland, obtained three clusters by SOM 

Methodology at their study.  

Pal et al. (2018), using World Health Organization 

(WHO) accident database, evaluated 176 countries 

in terms of 44 attributes. SOM technique is used in 

the study divided and countries into three clusters. 

There are 89 countries in the first cluster of middle-

income countries, 51 countries in the second cluster 

of low-income countries, and 36 countries in the 

third cluster of high-income countries. 

Özdemir and Kaya (2018) in their study, clustered 

OECD member countries according to carbon 

dioxide emission indicators derived from fossil fuel 

consumption by using K-Medoids and Fuzzy C-

Means algorithms. Countries have divided into two 

clusters according to K-Medoids method and four 

clusters according to Fuzzy C-Means method. 

Chang and Chen (2018) in their study, clustered 

OECD member countries according to PISA 2015 

data. Countries are divided into three clusters in the 

study using hierarchical clustering. 

In the study of Do Carvalhal Monteiro et al. (2019) 

OECD member countries clustered according to 

better life index data using a proposed new 

clustering analysis approach. In addition, Silhouette 

coefficient was used to determine the optimal 

number of clusters. 

 

3. METHODOLOGY 

3.1. Artificial Neural Networks (ANN) 

ANN is a method inspired from the human brain 

that can learn and produce new information. 

Learning is achieved by training ANN with 

examples. A trained ANN can carry out 

mathematically, the procedures like, data 

classification, identification, data association, 

optimisation and prediction for the future (Maind & 

Wankar, 2014: 96). 

An ANN is composed of neural cells called neurons 

which are interconnected in different forms and 

generally organized as layers. Three layers (input 

layer, hidden layer and output layer) are generally 

found in ANN. Input Layer receives information 

from the exterior while the output layer extracts the 

results. While input and output are composed of 

single layers, many hidden layers can be found 

between them. (Park et al. 1991: 444). Hidden layer 

is the part where, the data received from the input 

layer are transferred to the output layer. (Sarle, 

1994: 4). 

3.2. Self Organizing Map 

SOM, also known as the Kohonen Network, is a 

ANN-based unsupervised learning algorithm used 

to perform clustering in data analysis (Gassen et al. 

2015; 636; 680: Jin et al., 2015: 84). Nodes found at 

the input layer of SOM algorithm signifies 

variables, and the nodes at the output layer 

(Kohonen Layer) construct clusters (He & Deng, 

2005: 252). 

In SOM-based clustering analysis, assuming that 

there are m variables and n clusters, the distance of 

each input from each set is examined. In order to 
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form sets, the distance between the weight vector 

(w) of each variable and the input vector (x) is 

calculated. Equality (1) is used when calculating the 

distance. 

𝑑𝑖 = √∑ (𝑥𝑗 − 𝑤𝑖𝑗)
2𝑚

𝑗=1   (1) 

The steps of SOM-based clustering analysis are as 

follows (Kohonen, 1990: 1465; Gan & Wu, 2007: 

56-59): 

Step 1: An initial random value between 0 and 1 is 

attributed to weight vector. 

Step 2: The distance between each input and weight 

vector is calculated through equation 1.  

Step 3: Input having the shortest distance between 

the distances calculated at the previous step is 

chosen and is entitled as the winner node.  

Step 4: Through the winner node and learning 

parameter, weights are updated by means of 

Equation 2. It is assumed that α has a value between 

0 and 1, generally close to 0. 

𝑤𝑗(𝑛𝑒𝑤) = 𝑤𝑗(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) + 𝛼[𝑥 − 𝑤𝑗(𝑐𝑢𝑟𝑟𝑒𝑛𝑡)] (2) 

Step 5: Until the ending conditions are met, step 3 

and step 4 are reiterated. 

The biggest advantage of SOM-based clustering 

analysis is that it can reduce a multidimensional data 

set to two dimensions. 

3.3. Dunn Index 

Several methods are used to measure the cluster 

quality. The Dunn Index is one of those methods. 

Minimizing the distance among clusters and 

maximizing the in-cluster distance is the main 

objective of the Dunn Index. Higher values of the 

Dunn Index indicate the quality of the cluster. 

(Azar, 2013: 8). The disadvantage of the index is the 

extension of the analytical need necessary fort he 

calculation of increasing c and n numbers and 

calculation difficulties. Dunn index is calculated as 

at the equation 3.  

The disadvantage of the index is that as the number 

of c and n increases calculation becomes more 

difficult. The Dunn Index is calculated as in 

Equation 3 

DI(𝑐) = 𝑚𝑖𝑛𝑖∈𝑐 {𝑚𝑖𝑛𝑗𝜖𝑐,𝑖≠𝑗 {
𝑚𝑖𝑛𝑥∈𝑐𝑖,𝑦∈𝑐𝑗𝑑

(𝑥,𝑦)

𝑚𝑎𝑥𝑥,𝑦∈𝑐𝑑(𝑥,𝑦)
} (3) 

 

4. ANALYSES 

Better Life Index is prepared by the OECD and 

taken from the Internet address of Turkey Statistical 

Institute (TUIK, 2017). In this study, housing, 

revenue, jobs, community, education, environment, 

civic engagement, health, life satisfaction, safety, 

work-life balance are examined by considering 22 

different variables from 38 countries. The variables 

are dwellings without basic facilities (%), housing 

expenditures (%), room per person (%), household 

net adjusted disposable income ($), household net 

wealth ($), labor market insecurity (%), 

employment rate (%), long-term unemployment 

rate (%), personal earnings ($), educational 

attainment (%), years in education, air pollution 

(mcg per m3), water quality (%), stakeholder 

engagement for the developed regulations (average 

score), voter turnout (%), life expectancy (years), 

health declaration (%), life satisfaction (average 

score), feeling safe walking alone at night (%), 

murder rate, employees working very long hours 

(%), time devoted to leisure and personal care 

(hours). 

Clustering analysis will enable countries to be 

divided into groups in terms of specified variables 

(attributes), enabling each group (cluster) to be 

identified, differences in groups emerging, and an 

assessment of livability in the context of the 

specified variables. 

The set of variables of 38 countries are seen at Table 

1. Main purpose of this study is to group these 38 

countries in terms of livable countries using SOM 

algorithm that is an ANN based clustering technique 

and interpret obtained results. Moreover, One-way 

ANOVA and Kruskal Wallis tests are also carried 

out in order to examine the presence of any 

statistically significant difference among the 

clusters. 
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Table 1. Variables Used in the Study 

Kod 

 

Variable Name Kod 

 

Variable Name 

𝑋1 

 

Dwellings without basic facilities (%) 𝑋12 
Air pollution (mcg per m3)  

𝑋2 

 
Housing expenditures (%) 𝑋13 

Water quality (%) 

𝑋3 

 

Room per person (%) 𝑋14 
Stakeholder engagement for the developed regulations (average score) 

𝑋4 
Household net adjusted disposable income ($) 

𝑋15 
Voter turnout (%) 

𝑋5 

 

Household net wealth ($) 𝑋16 
Life expectancy (years) 

𝑋6 

 
Labor market insecurity (%) 𝑋17 

Health declaration (%) 

𝑋7 

 

Employment rate (%) 𝑋18 
Life satisfaction (average score) 

𝑋8 

 

Long-term unemployment rate (%) 𝑋19 
Feeling safe walking alone at night (%) 

𝑋9 

 

Personal earnings ($) 𝑋20 
Murder rate 

𝑋10 

 
Educational attainment (%) 𝑋21 

Employees working very long hours (%) 

𝑋11 

 

Years in education 𝑋22 
Time devoted to leisure and personal care (hours). 

 

The number of clusters in SOM algorithm are 

determined by the user. At this study, the Dunn 

Index was used to limit the number of clusters. The 

Dunn Index values are found in Table 2. 

Table 2. The Dunn Index Values with Respect to Different Number of Clusters 

Number of Clusters The Dunn Index Values 

2 0,26 

3  0,27* 

4  0,27* 

5 0,25 

As seen in Table 2, the highest Dunn value is 

obtained if the countries are clustered in three or 

four groups. 

Everitt (1974) asserts that if the number of clusters 

cannot be determined, then Equation 4 can be used. 

K= √
𝑛

2
    (4) 

Equation 4 suggests that the optimum number of 

clusters for this study is four. After determining the 

number of clusters, basic statistical analyzes are 

conducted through the WEKA program. In Figure 

1, the ranges, average and standard deviation values 

and histogram graph of the “room per person” 

variable are seen as an example. 
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Figure 1. Screenshot from the WEKA Window 

 
 

In Figure 2, the number of countries in each  cluster is shown on a bar graph.

 

Figure 2. Number of Countries in Each Cluster 

 

 

According to the findings obtained from the SOM 

Algorithm, there are 18 countries in "Cluster 1", 12 

in "Cluster 2", 4 in "Cluster 3" and 4 in "Cluster 4". 

The clusters with the countries are presented in 

Table 3, while visualisation of the clusters are given 

in a world map in Figure 3. 

 

 

Clust 1 Clust 2 Clust 3 Clust 4

18

12

4 4
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Table 3. Clusters  

Clusters Countries   

Cluster 1 
Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Iceland, Ireland, Netherlands, Luxembourg, 

Norway, New Zealand, Sweden, Switzerland, United States of America 

Cluster 2 Czech Republic, Estonia, Israel, Japan, Korea, Latvia, Hungary, Poland, Slovakia, Slovenia, Chile, Russian Federation 

Cluster 3 Spain, Italy, Portugal, Greece 

Cluster 4 Mexico, Turkey, Brazil, South Africa 

 

 

Figure 3. Visualisation of the Clusters on the Map 

 

Following the clustering procedure, an examination 

in detail were made to through the One-Way 

ANOVA and Kruskal Wallis test analysis which 

determine whether or not there exist a statistically 

significant difference among clusters and normal 

distribution of variables. Normality tests through 

Kolmogorov-Smirnov were performed for each 

variable of clusters firstly. Then secondly, One-

Way ANOVA test for the variables meeting the 

normality assumption, Kruskal Wallis test for the 

variables that are not meeting the assumption are 

used to determine the existence of a statistically 

significant difference. According to Kolmogorov-

Smirnov test, variables X2, X3, X4, X5, X7, X9, X11, 

X12, X13, X14, X15, X18, X19, X22 provide assumption 

of normality. However, because of Levene test 

statistic value of X18 and X22 variables is less than 

0.05, Kruskal Wallis test was applied to these 

variables. The results obtained from these tests are 

shown in Table 4. 

 

 

clust1

clust2

clust3

clust4
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Table 4. Test Results 

Variables 

Normality 

Test 

Test Results of the Variables with 

Normal Distribution 
Test Results of the Other Variables 

Kolmogorov-

Smirnov ( p) 

Anova Test 

(p) 
Tukey 

Tukey Test 

(p) 

Kruskal 

Wallis Test 
(p) 

Mean Rank 

 

X1 0.000 - - - 0.000 

Clust1:11.36  

Clust2:28.42  

Clust3:16.25  

Clust4:32,63  

X2 0.196 0.244 - - - -  

X3 0.099 0.000 

  Clust1: 2, 

3, 4 

0.000-

0.022-0.000 

- - 

 

Clust2: 1, 4 0.000-0.017  

Clust3: 1, 4 0.022-0.007  

Clust4: 1, 2, 
3 

0.000.007  

X4 0.200 0.000 

 Clust1: 2, 
3, 4 

0.000-
0.001-0.000 

- - 

 

 Clust2: 1 0.000  

 Clust3: 1 0.001  

 Clust4: 1 0.000  

X5 0.057 0.000 

Clust1: 2, 4 0.001-0.002 

- - 

 

Clust2: 1 0.001  

Clust4: 1 0.002  

     

X6 0.000 - - - 0.002 

Clust1:14.61  

Clust2:18.25  

Clust3:34.13  

Clust4:30.63  

X7 0.090 0.000 

Clust1: 3, 4 0.000-0.000 

- - 

 

 Clust2:3, 4 0.028-0.001  

 Clust3:1, 2 0.000-0.028  

 Clust4:1, 2 0.000-0.001  

X8 0.000 - - - 0.013 

Clust1:15.83  

Clust2:18.67  
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Clust3:35.75  

Clust4:22.25  

X9 0.090 0.000 

    Clust1: 2, 

3, 4 

0.000-

0.000-
.0.000 

- - 

 

Clust2:1, 4 0.000-0.016  

Clust3:1, 4 0.000-0.013  

Clust4:1, 2, 
3 

0.000-

0.016-

0.0013 
 

X10 0.000 - - - 0.000 

Clust1:19.69  

Clust2:29.13  

Clust3: 6.50  

Clust4: 2.75  

X11 0.200 0,008 

Clust1: 2, 4 0.047-0.017 

- - 

 

Clust2: 1 0.047  

Clust4: 1 0.017  

     

X12 0.200 0.000 

Clust1: 2, 4 0.000-0.038 

- - 

 

Clust2: 1 0.000  

Clust4: 1 0.038  

X13 0.166 0.000 

Clust1: 2, 3, 
4 

0.000-
0.003-0.000 

- - 

 

Clust2: 1 0.000  

Clust3: 1 0.003  

Clust4: 1 0.000  

X14 0.200 0.405 - - - -  

X15 0.200 0.001 

Clust1: 2 0.001 

- - 

 

Clust2: 1 0.001  

     

X16 0.000 - - - 0.001 

Clust1:24.61  

Clust2:14.00  

Clust3:27.50  

Clust4: 5.00  

X17 0.009 - - - 0.000 

Clust1:27.44  

Clust2: 9.21  

Clust3:17.38  
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Clust4:16.75  

X18 0.098 -  

    

0.000 

Clust1:28.78  

    Clust2:12.58  

-    Clust3:7.50  

    Clust4:10.50  

X19 0.200 0.000 

Clust1: 2, 4 0.002-0.000 

- - 

 

Clust2: 1, 4 0.002-0.004  

Clust3: 4 0.003  

Clust4:1, 2, 
3 

0.000-
0.004-0.003 

 

X20 0.000 - - - 0.007 

Clust1:14.78  

Clust2:22.42  

Clust3:16.63  

Clust4:34.88  

X21 0.000 - - - 0.083 -  

X22 0.109 -  -  -  0.030 

Clust1:23.83  

Clust2:16.58  

Clust3:21.50  

Clust4:6.75  

 

The test statistics at Table 4 assert that there is no 

significant difference among the clusters, as the p 

values of X2 and X14 that meet the condition of 

normal distribution, are higher than 5%. As the p 

value of X3, X4, X5, X7, X9, X11, X12, X13, X15, and 

X19 variables are lower than 5% it can be said that a 

significant diference among the clusters exist. 

Considering the variables meeting the normality 

condition and having a significant difference among 

the clusters, the differences between the clusters are 

indicated in the Table 4 in details. The findings 

suggest that the Cluster 1 is different from the 

others. 

Kruskal Wallis was applied to X1, X6, X8, X10, X16, 

X17, X20, X21 variables that do not meet the normal 

distribution condition as well as X18, X22 variables 

in which Anova test could not be applied as a result 

of the Levene test. According to Kruskal Wallis test 

results, since the p value of X21 variable is greater 

than 5%, it can be interpreted that there is no 

significant difference between the clusters.  As p 

values belonging to X1, X6, X8, X10, X16, X17 X18 X20 

and X22 are lower than 5%, it can be said that a 

significant difference among variables exist. 

Main indicators among variables; dwellings without 

basic facilities (X1), labor market insecurity (X6), 

long-term unemployment rate (X8), air pollution 

(X12), murder rate (X20) and employees working 

very long hours (X21) are negative indicators and it 

is preferred that they take lower values. Higher 

values are expected for rest of the positive variables.  

Finally, the variables in Table 4. that do not meet 

the condition of normal distribution and having a 

significant relation among clusters are X1, X6, X8, 

X20 variables. When the clusters mean ranks of 

Kruskal Wallis Test results for these variables are 

examined, Cluster 3 and cluster 4 are ranked first, 

whereas Cluster 1 and Cluster 2 are ranked in the 

last rows. 
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5. CONCLUSION 

In this study; using “Better Life Index” data 

provided by the OECD, has been done clustering 

with WEKA software by taking the SOM algorithm 

into account. Optimum cluster number is 

determined by considering the Dunn Index.   

As seen at Figure 3. Cluster 1 consists of Australia, 

Austria, Belgium, Germany, Denmark, Finland, 

France, Germany, Netherlands, Ireland, Sweden, 

Switzerland, Iceland, Canada, Luxembourg, 

Norway and New Zealand. This group is composed 

of the countries, having a higher democracy culture 

and economic prosperity along with modern social 

lifestyle. In this context, the considered variables of 

the countries in this cluster within the framework of 

economic, social and political dimensions have 

taken close values.  

Cluster 2 is composed of Czech Republic, Estonia, 

Israel, Japan, Korea, Latvia, Hungary, Poland, 

Slovakia, Slovenia, Chile and Russia. The cluster 

basicly consists of Eastern Europe countries as well 

as some emerging countries in the Middle East, 

South America and Far East. Czech Republic, 

Estonia, Latvia, Hungary, Poland, Slovakia and 

Slovenia taking place in this group are the countries 

that are recent EU member states after the 

disintegration of the Soviet Union. They have lower 

economical power than the developed EU countries. 

It is seen that Russia, another country in this cluster, 

after taking some steps on democratization and 

eliminating the old communist system, was still far 

from fulfilling the requirements of a true democratic 

government, even though it structured the previous 

1977 Constitution between 1991-1993. It can be 

stated that liberal democracy does not rule in Russia 

today as the political and economic system in the 

country is still in transition (Baharçiçek & Ağır, 

2014: 17-19). 

Other countries of this cluster like Israel, Japan, 

Korea and Chile can be given examples to the 

countries, having prominent local economic 

powers. Nevertheless, Japan and Korea, the 

countries with developped economic dinamics does 

not taking place in cluster 1 can be explained due to 

their variable values of “life satisfaction” and “very 

long working rate” being low within the framework 

of social dimension of this study. 

However, it can be stated that especially countries 

with developed economic dynamics such as Japan 

and Korea are not included in "Cluster 1" because 

of the low values of variables such as "life 

satisfaction" and "working very long hours" within 

the framework of the social dimension. Therefore, it 

can be thought that the economic dimension alone 

is not effective in determining clusters. 

Cluster 3 can be defined as a cluster in which the 

EU countries like Spain, İtaly, Greece and Portugal 

having closer geographical positions, cultural 

habits, economical situations and lifestyles. 

Although these countries are in EU not in cluster 1 

but in cluster 3, the economic problems that these 

countries have recently faced are “labor market 

insecurity”, “employment”, “long-term 

unemployment”, etc., so it can be interpreted that 

negatively affects the values of the variables and 

causes the “life satisfaction” rate to decrease within 

the social dimension. As the fact that those EU 

member states are in Cluster 3 instead of Cluster 1, 

it is possible to state that the economic problems 

that these countries have been experiencing recently 

negatively affects the variables such as “labor 

market insecurity”, “employment”, “long-term 

unemployment”, causing a decrease in the “life 

satisfaction” in those countries. 

Cluster 4; is a group composed of countries like 

Turkey, Mexico, South Africa and Brazil which are 

located at different continents. While their 

economical and political situation, population and 

areas sizes are similar, the economical variables: 

“employment rate”, “long-term unemployment 

rate”, “personal earning rate”, “household net 

adjusted disposable income”, the social variables: 

“life satisfaction”, “feeling safe walking alone at 

night”, and the political varibable “political 

participation rates” are relatively lower from the 

other countries.   

The study of clustering countries according to the 

Better Life Index is a multi variable study taking 

many economical, political etc. variables into 

account that present significant findings. Even 

though the most important factor on grouping the 
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countries in different clusters seems the economic 

dimension, the social and political dimensions such 

as political stability, geographical position, socio-

cultural conditions, habits are also seen very 

important. 
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